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This Paper in a Nutshell
• Factor Models: E[r ] = β · E[r∗], with r∗ = max SR portfolio

• First factor model was the CAPM (r∗ = rm)
• Then we started to add other factors:

◦ r∗ = bm · rm + bSMB · rSMB + bHML · rHML

◦ r∗ = bm ·rm+ bSMB ·rSMB + bHML ·rHML + bCMA ·rCMA + bRMW ·rRMW

◦ r∗ = bm · rm + bSize · rSize + bI/A · rI/A + bROE · rROE

...
◦ r∗ built using Machine Learning techniques

• This paper: the “Factor Model Failure Puzzle”

◦ Expectation: ↑ T ⇒ better r∗ estimates ⇒ r∗ converge

◦ Finding: no r∗ prices well the r∗ from other models OOS

◦ Explanation: large T but also many E[r ] predictors
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Models for r ∗ Estimation
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Correlations Between r ∗ from Different Models
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Row = α + β · r ∗
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Theory: Empirical Results Follow if Large P = NPredictors

• Traditional World: T → ∞ and P fixed

• “Big Data World”: T → ∞ and P → ∞ (with c = P/T )

◦ Observable predictors but unknown r∗ parameters:

Plim
P,T→∞

Var [̂r∗] = Var [r∗] + c
γ2

◦ Observable r∗ parameters but noisy predictors:

Plim
P,T→∞

Var [̂r∗] = Var [r∗] + N · c · φt
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1) The Theory Cannot Explain the Meta r ∗ Results
• There are two steps to build r∗

1. Convert predictors into factors (f )

2. Collapse factors into r∗ = b′ f

• Underlying argument for the theory in the paper:
◦ Step 2 is fine

◦ But in a “Big Data World” Step 1 fails even with large T

• But this theory cannot explain the meta r∗ results
◦ The authors take the r∗ from each factor model (15 on total)

◦ They then construct r∗
meta = b′r∗

◦ And show that r∗
meta cannot price the underlying r∗ OOS

◦ This analysis does not require Step 1 (or predictors)

◦ A “Big Data World” theory is silent about this meta r∗ result
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2) I Would Like to See Simulations
• It seems the theory does not fully explain the empirics

• I think it would be useful to explore simulations:

◦ Simulate returns with a known SDF

◦ You can make realistic choices for N, T , and P

◦ Apply the r∗ methods you explored to the simulations

◦ Do you still observe the “Factor Model Failure Puzzle”?

◦ Do you observe it even with r∗
meta?

◦ Try to explore why (or why not)
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3) My Conclusion from the Paper is Different from Yours
• Two purposes for building a factor model:

(1) Build r∗ to price all assets

(2) Identify factors that compensates for fundamental risks

• (1) ̸= (2) if E[r ] also have non-risk sources (likely the case)

• The authors focus on (1) and conclude:
“We advocate for more research to understand the impact of
measurement error in factor models and the relation between
factor characteristics and the number of predictors needed to
explain average returns.”

• I would instead conclude:
“We cannot Identify r∗ given the typical T and P. So, we are
better off as a profession if we focus on (2) when building
factor models” Chabi-Yo, Gonçalves, Loudis (2023)

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3684533
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Some Minor Comments

1) Section 2 has to be shorter (mostly notation + section 2.4)

2) Some alphas are very large (e.g., α > 20%)

3) Given (2), you should consider trading costs
(Jensen, Kelly, Malamud, Pedersen (2022))

4) If machine learning fails due to the multi-step process of
converging predictors into weights, then Reinforcement
Learning could help (Cong, Tang, Wang, Zhang (2022))

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4187217
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3554486
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Final Remarks

• Nice paper (and extremely careful implementation)

◦ Finding: no r∗ prices well the r∗ from other models OOS

◦ Explanation: large T but also many E[r ] predictors

• It would be useful to:

◦ Provide a theory that can also explain the r∗
meta results

◦ Add simulations to better understand the empirical results

◦ Reconsider the conclusion: should factor models focus on risk?

• Good luck!
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